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Nutrition Facts

Serving Size about 45 Minutes

% Daily Value*
Performance Tuning 1%
Load Test Basics (Client View) 25%
My Experience 20%
Questions & Answers 15%
Tool Demo 39%

No significant source of Business Blah Blah.
* Percent Daily Values are based on a tech diet.
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Please shoot!

- The sum of the expertise of the people in the audience is
greater than the sum of expertise of the people on stage,
so please...

#WebLoadTest
@jstuker
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Why should | test?

- Load capacity and performance
* How many users can the application serve (in parallel)?
= How long does it take to deliver pages?
* How much bandwith does the system use?
—> Stability
= Overtime - Memory leaks & overflows
* Underload - Concurrency & deadlocks
-> Fittness of Infrastructure

- Reproduction of problems in order to fix them
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When to think about testing?

Integration/
Deployment
Proof of
Requirements Concept Development GoingLive Operations

l l L
t t t :

Specificationneeds  Test of Test of overall

» ConcurrentUsers Frameworks Application

» User Stories Q

* Reponse Time At each
Release/Fix
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Where to test?

- Client
-> Traffic Shaper/ Firewall

- LoadBalancer
1. Do nottest the

environmentfirst > Reverse Proxy
2. Treat application - Webserver
as a black box e, B S
3. Whenthere is an issue " rontend server
- Look into black box * Application Code
* Change pointof %I > Backend Server
measurement 9,
= Application Code

il - Data Persistance

= Application Code
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Very many... — what we use regularly (1/2)

- ApacheBench
» Hammeron application
» http://nttpd.apache.org/docs/2.2/programs/ab.html
- Apache JMeter
» | oadtestworkhorse, weak usability
= http://jmeter.apache.org/
- Gatling
» [Loadtestmodern,easyto integrate
= http://gatling.io/
- Dynatrace

= Application monitoring, white box, very powerful
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Very many... — what we use regularly (2/2)

-> Proxy Sniffer

» http://www.proxy-sniffer.com/or
https://www.apicasystem.com/load-testing/tools/

» Originally built in Switzerland by David Fischer,
now owned by Apica Systems

* Free Version (20 virtual users, duration 10 minutes)

= Browser based, just needs > Java 1.5 (runs on Unix-like,
Mac and Windows)

= Verrrrrry flexible (scriptable, cloud and small footprint)

= Nice documentation and reporting
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Components of Proxy Sniffer Application

- Just two files: prxsniff.jar and prxsniff.key

e

@. port 7999 recording
HTTP Proxy
port 7990
WebAdmin/ GUI
port 7993
Exec Agent execution
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Sequence of a Test with Proxy Sniffer

tweak (one thing

record scenario at the time)

validate recording

(clean it up) interpret

generate test

(java code) execute

compile test
(class file)
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A word of caution

Load testing generates load ;-)

Coding Serbia. Systematic Load Testing of Web Applications.



Live Demo or Recording ;)

- https://lyoutu.be/0Akj5qw8 So

® ® D Demo for talk "Load testin: X Jurg

w09 O% =
RS p

(il Tube Q woat AR (@

& Firefox File Edit View History Bookmarks Tools Window Help

€ C' ) https://www.youtube.com/watch?v=0Akj5qw8_So

PRX: Analyse Load Tests - Load Curves

Analyse Load Tests - Load Curves et Ll dknii S -

© Overall Load Curves  Response Time per Page:  Average  90% Percentie  Response Time per URL: _ Average  90% Percentie Errors.

Response Time Behaviour - Average Session Time per User and Loop. Server Performance - Web Tr

M
| + 200 (OK) TEXTICSS

3K) IMAGEPNG

(OK) IMAGE/PNG

) IMAGEPNG

LBng + 200 (OK) IMAGEPNG
U100 + 200 (OK) IMAGEIPNG
200 (OK) IMAGEPNG

200 (OK) IMAGE/GIF

Users Waiting for Respons

x 142 (142) 0.00sec [NNNNNNNNNNNNNN )  47408bytes 2846ms [ GET nup/icodingserbia.com/ + 200 (OK) TEXTHTML
*143 (143 290sec [ NN  20s9byes  960ms MGET
Total: 386 sec 49'507 bytes. 2 Requests , 12.84 kbytes/sec.

Watch Later
P M ) 1057/1245

7 /. : - o = Analytics Video Manager Up next Autoplay @

| [ Alfresco Tech Talk Live 85: 2015
| 1.4 |l Global Virtual Hack-a-thon
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Interpreting the Qutc
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Linear Water Channel

- More water == more througput

-> Pass through time is (close to) constant

Pass through time

— Throughput: Liters per minute
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Unlimited Linear Model

Throughput:
Liters per minute
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Limited Water Channel

Pass through time

narrowing

S— Throughput: Liters per minute
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Limited Linear Model

Throughput:
Liters per minute
A
“““ » Water per minute
Pass throughtime
A
.............................. maximim Capacity reached,

after thatjam (saturation)

» Water per minute
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Non Linear System

Throughput:
Liters per minute
A
/_ system collaps
............. . F System blocked
“““““ "' . >
Water per minute
Pass through time i
A
""""" L pressure brake(?)
.............................. maximum capacity reached,

after thatjam (saturation)

>
Water per minute
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Example of test results (1 of 4)

2 http://127.0.0.1:7990 - Proxy Sniffer: Final Load Test Result - Mozilla Firefox

< 8 &8 X

s0e
. . .
§.. C\::I;U’;\dsr‘:if:er Flnal Load TeSt Resu" Help Report Export Close

Average Session Time per User- perLoop v | [ Select

5] (sea ]

Weh Transaction Rate

Average Session Time per User- perLoop A
Weh Transaction Rate
Completed Loops

Session Failure Rate

*Use multiple selections

to compare url or page

Average Session Time per User - per Loop HWeb Transaction Rate
seconds successful completed url calls per second
4 4
100 100
30 80
60 §0
40 40
20 20
15 sec:
& 2 2 5 2 2 3 S, & 3 3 3 2 3 3 BN
0 5 10 15 20 25 30 &5 40 45 50 o 5 10 15 20 25 30 35 40 45 50
concurrent users concurrent users
Weh Transaction Rate Lo

Completed Loops
Session Failure Rate
Average Network Connect Time

*Use multiple selections

to compare url or page

Average Network Connect Time o response times. Total Network Throughput )| response times.
Session Failure Rate Total Network Throughput
failed sessions ¥ mbit per second

5“ . . . . . . . 20“ .

s : T S S—— T—— 5 :

3 2 2 2 2 2 2 Y 12 3 2 2 2 2 A 2 2 2 3

: i I 7 : i |

1 : : : : ; 4 :

0 : A : " / R o >

0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50

concurrent users concurrent users

Hint: Click insidie the diagrams to dispiay measwred detalls: &

Done

(3 s3rox @& @  Adblock
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Example of test results (2 of 4)

% http:#/127.0.0.1:7990 - Proxy Sniffer: Load Test Result Detail - Statistics and Diagrams - Mozilla Firefox

~
§:: Proxy Sniffer @ x i
*

ok A Load Test Result Detail - Statistics and Diagrams .3, r5o¢ egpet clos

Load Test: gp_nur_hild Start Date: 22 Aug 2007 01:05:14 User: 150 Test Duration: 2:09 min  Annotation: ---

Advanced Test Parameter Measured Results: per Single User - per Loop Overall Test Results
Startup Delay per User: 500 ms AV Session Time per Loop: 5.43 seclloop Web Transaction Rate: 22.37 URL callsisec
Request Timeout per URL: | 60 sec AV Response Time per Page: | 0.43 sec/page Session Failure Rate: 0.00%
Statistic Sampling Interval: |15 sec Network Throughput per User: | 70.75 kBytesisec Total Network Throughput: | 68.76 MBit/'sec
> Test Scenario [> Diagram: Response Time per Page  [> Results per URL Call {Overview) P> Results per URL Call
[> Diagram: Response Time Percentiles [> Diagram: Top Time-Consuming URLs [> Diagram: Concurrent Users > Diagram: Average Se:
[> Diagram: Web Transaction Rate > Diagram: Completed Loops [> Diagram: Average Network Connect Time |[> Diagram: Total Netwo
[> Diagram: HTTP Keep-Alive Efficiency [ Diagram: Cache Efficiency > Diagram: ¢ ion Failures P> Diagram: Top Error Ty
[> Diagram: Number of Errors per Page  [> Diagram: Number of Errors per URL
Total Network Throughput
mbit per second
100 : ‘ _ : : : : | 85Mb / second

. : : : : : : : :
: : : /o—____”d__—f—W——..ﬂ : - 34.9ma
0 H H /;"r,» H h H H H ‘K\ H
© : : / : : : § : % : C6itav
0 : : ; : : : : : : :
50 E :‘f//
w S SN W F SN S S—
30 ; / ; ; ; ; ; : ;
2 /// B & 2 A & 2 & L 2
20 : : : : : : : :
10 1@g‘( B & 2 = & 2 &

o 5 5 2 5 : 2 : . . CH -

0:00:00 0:00:15 0:00:30 0:00:45 0:01:00 0:01:15 0:01:30 0:01:45 0:02:00 0:02:15 0:02:30

Load Test: gp_nur_bild 22 Aug 2067 81:85:14 User: 158

Done @ S3rox &3 @  Adblock
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Example of test results (3 of 4)

%) http:#/127.0.0.1:7990 - Proxy Sniffer: FinalLoad Test Result - Mozilla Firefox

304 . . NG g
I A Final Load Test Result S X

Web Admin Help Report Export Close

Average Session Time per User- per Loop v] | Select Web Transaction Rate v‘ | Select |

Average Session Tin HWeb Transaction Rate

concurrency problem

seconds successful completed url calls per second
-~ -~

100 [coeeennnnnn T IRE LR T T TS RCL AL LR SERTRTEE LI P RN [EEREERR - 30

FY ) P EA . : 24

1) ISR SO N 1%

LY I A SOl ocpeeccececs O N SO GO SU— FA— : 12

20| S A SO TR— Y — T— I TI— : )| — TS S . —— T— TR, IR SO T—. :

s s S s = =

> »

0 2 4 L] & 10 12 14 16 18 20 0 2 i L] § 10 12 14 16 1% 20
concurrent users concurrent users
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Example of test results (4 of 4)

http:#/127.0.0.1:7990 - Proxy Sniffer: Final Load Test Result - Mozilla Firefox

o
. NS
®8®  Proxy Sniffer H
: Web Admin Flnal Load Test Result Help Report Export Close
Average Session Time per User- perLoop ‘ Select Weh Transaction Rate v ‘ Select
Average Session Time per User - per Loop Web Transaction Rate
seconds successful completed url calls per second
‘0“ . . . . . . . . . . 200“ . . . . . . . .
2 3 3 8 3 2 a H 2 2 & S 2 & K 2 & a SWe”
32 : 5 2 A 5 150 : ; i ; ;

i : i : i _.A: = £ H = 5 . 3
50 sec: 3 : 2 : 2 : : : o ° : : : /

16
£ 40
0 S c : S c c : iR o : S S : S iR
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50
concurrent users concurrent users
Web Transaction Rate A Average Session Time per User - per Loop A

YWeh Transaction Rate

*Use multiple selections Completed Loops «Ussmultiple/selacions

Session Failure Rate to compare url or page

to compare url or page _
response times. Average Network Connect Time & response times.

Average Network Connect Time

Completed Loops
Session Failure Rate
Average Network Connect Time

Total Network Throughput N

Total Network Throughput

milliseconds

mbit per second
4+

+
3 4 :
6 3 -
4 2 .
2 1 : : —————s . =
0 : H : : 2 i 0 : : : i
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45 50

concurrent users concurrent users
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Tipps for executing the test

-> To find the correct scenariois really hard
» Look at historic logfiles / stats (plus safety margin)
= Ask domain experts
» Take the user stories (“follow the money”)
- What to go for
» Bandwith - Fetch one large item (again and again)

» # Transactions = Short test cycles with 5, 10, 20, 40... users to
find out where the systems levels (or decreases or crashes)

= |ong runner - Execute a slow test during hours
- What’s nice to know too

» Start systemunderload

= Stop systemunderload

» Degradation (i.e. cluster node shutdown)
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Watch out for

- Realistic scenario
* request mix
= think time
* read vs write (POST requests)
= caching
- Get 100% CPU of the tested system first
- Look at the database (slow queries)
- Look at the HTTP response content/headers of the test
- Did the system that executes the test deliver the load?

-> Error logs
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The usual suspects

- Network (Pipe, Router, Firewall) <1%
- Load Balancer 5%
- Reverse Proxy (Product) 5%
- Reverse Proxy (Configuration) 10 %
- OS configuration (TCP/IP Stack) 5%
- Application Framework 10 %
- Configuration of Application 20 %
- Programming/Code of Application 40 %
- Database 5%
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- Load testing MUST be part of every project plan
- Product owner must define what’s needed
- Do not test/optimize performance early in the dev cycle
-> Test as close to the application as you can get
= and only when you find issues = change view
- Percentile statistics are OK (90% of requests fit)
- Scenarios are though to get

- Validate test results....
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Homework

- Read the HTTP Specification
» https://tools.ietf.org/html/rfc7230
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Who is Namics?

Focus
= High-end e-business services for W
large, global customers
= eading also in complex large- y vl -
scale projects VA
Stability oo .. d St.Gallen
» | ong-term customer relationships AN
ST ST
and stable organisation
= Owned by a group of 29 employees 0 R,
(Namics Partners)
= Company operating since 1995 WA
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Namics figures in a Nutshell

Revenue (in Mio. CHF)
and number of employees

- Quality as growth engine

60 500 » Best of Swiss Web

55 o f 450 agencyin 2013 & 2014
50 D"/ 400 (Best of Swiss Web

45 ,O’// 350 Association)

N o g 20 = Proven track record

35 250

30 00 2 Stable relationship with
- 150 our key clients

20 100 = More than 70% of our
10 50 clients stay with us for

3+ years
2009 2010 2011 2012 2013 2014

Oct. 9,2015 35 Coding Serbia. Systematic Load Testing of Web Applications.



Namics in Serbia

Highlights

REAL LIFE PROGRAMMING

* newestlocation in Europe

" Cross country teams, _ ‘i ",

L~ decentric

interdisciplinary
Belgrade in a nutshell

= start-up culture

E

= new 480m2 office .ODING

.ONFERENCE

= collaboration

= Awesome since 1995.
Now in Serbia. Namics.
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We are looking for new talent in Belgrade!

Oct. 9, 2015 37 Coding Serbia. Systematic Load Testing of Web Applications.



ograd. Namics.

¥

jurg.stuker@namics.com
@jstuker
_———_




